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Abstract: There are numerous privacy challenges specific to healthcare, ranging from patient expectations for confidentiality to sensors designed to collect health-related data that falls outside the bounds of traditional medical practice. All of these challenges make healthcare a unique environment when it comes to privacy. Learn what ubicomp researchers and practitioners can do to improve the state of privacy in a ubiquitous healthcare environment.
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Health is inseparable from everyday life. Intuitively, we know that the environment in which we live, the stresses we experience, and our attitudes affect how healthy we feel. Increasingly, the research community is confirming that these factors—from our microbiome to our disposition—are just as important to living a full and healthy life as the genes we inherit. Everything we feel and experience has the potential to affect health. So, when researchers say that people need privacy for health information, what they're really saying is that people need privacy in everyday life. If health is inseparable from everyday life, then the privacy protections afforded to health information should necessarily extend beyond the clinical realm.

Privacy has always been a primary concern in ubiquitous computing. Mark Weiser stated in his original treatise introducing the world to ubiquitous computing, "hundreds of computers in every room, all capable of sensing people near them and linked by high-speed networks, have the potential to make totalitarianism up to now seem like sheerest anarchy."1 He noted that privacy was key among the social issues yet unsolved in his vision for the future. Furthermore, he predicted that no purely computer science approach would succeed at solving the privacy problems introduced by ubiquitous computing; addressing social issues, including giving control to the individual, would be required. When we combine the ubiquity of health information in our everyday life with ubiquitous computing, the potential for privacy concerns become even more extreme.

Privacy Challenges Specific to Healthcare

There are numerous privacy challenges specific to healthcare, ranging from patient expectations for confidentiality to sensors designed to collect health-related data that falls outside the bounds of traditional medical practice. All of these challenges make healthcare a unique environment when it comes to privacy.

Patient Expectations
Two main concerns exist when it comes to patient expectations.

**Patient-provider confidentiality.** Patients believe that what they disclose to their healthcare provider is confidential and thus not revealed to any other parties. Of course, patients understand that there are exceptions, such as when a doctor gives a patient’s prescription to a pharmacist, but the patient might not understand that, in turn, the pharmacist will likely know the underlying medical issue that calls for such a prescription. Furthermore, although patients know that everything they tell a provider is entered into an electronic health record (EHR), they might not fully realize how that information is shared with entities, ranging from the patients’ own health insurance company to, in some cases, government officials, such as a state health department (see Figure 1).

![Figure 1. The health data map. It documents how personal health data can be shared with other entities. (Source: The Data Map, http://thedatamap.org/map2013/index.php)](image)

**Misunderstandings of HIPAA.** The Health Insurance Portability and Accountability Act (HIPAA) is often misunderstood by patients, providers, and healthcare institutions (see the FAQ at www.worldprivacyforum.org/2013/09/hippaguideindex). Patients often think that the privacy and security rules that are part of HIPAA protect all health information and apply to all entities. In reality, HIPAA only covers patient information kept by healthcare providers, insurance companies, and data clearinghouses and their business partners. It doesn’t cover other entities that patients might reasonably include in their conception of “health information.”
For example, HIPAA doesn’t cover gyms, medical or fitness apps, occupational health clinics, fitness clubs, home testing laboratories, massage therapists, nutritional counselors, alternative medicine practitioners, or some urgent care facilities. Some entities, such as a grocery store, might be only partly covered, and although pharmacy information is protected, over-the-counter medication purchases from the store where a pharmacy is located aren’t covered. Perhaps even more confusing is the fact that HIPAA specifically allows health information to be shared freely with entities from whom patients might want privacy protection. For example, although some patients think that HIPAA means a doctor is prohibited from sharing private, individual-level health information with an insurance provider or public health agency, the opposite is true; providers are specifically permitted to share a patients’ health information with these entities.

In addition to only applying to specific entities, HIPAA also creates a false dichotomy between “protected” health information and “other” health information. In this way, it fails to protect lots of things patients consider health information. For example, data from fitness trackers, health apps, home-based health tests (such as paternity tests), do-it-yourself genetic tests (such as 23andMe; www.23andme.com), genealogy, or online portals where patients store their own health data surely seem like they should be covered by laws designed to protect the privacy of health information, but they’re not covered under HIPAA.

Increasingly, in addition to using this information on their own, patients also want to share this “extra-clinical” information (data that originates outside a doctors’ office, lab, or hospital) with healthcare providers. It’s easy to see why patients would want to access and benefit from data collected during their daily life; extra-clinical information can provide a lot of information about a patient’s current health. However, once this information is recorded, it can be used for purposes the patient never intended, or for purposes the patient specifically thought were covered by privacy protections.

For example, in one case, police used genealogy data from an online genealogy database to search for a match to DNA found at the scene of a crime.2 Only after investigators tested an original sample of the man’s DNA was he cleared of involvement of the crime; the data in the genealogy database had led investigators to an erroneous conclusion. Most likely, the people who used the genealogy service never intended to provide their private DNA information to police. Instead, they might have misunderstood or been unaware of the privacy policy and thought that their DNA information would be kept private by the genealogy service.

The Case for Privacy in Healthcare

Many of my colleagues have made the case for the need to improve the privacy protections afforded to health information. The case for privacy when consumer healthcare devices are pervasive is even stronger. Generally, there is a strong case to be made for keeping health information private. Notably, there are even cases in which a patient might want to keep some health information private from him or herself. The case for not knowing some health information is tricky and clearly individual.
A Diagnosis without a Test

In the same way that a placebo can make a patient feel better and experience better health outcomes, a diagnosis can, at least initially, make patients feel worse and potentially experience negative health outcomes. Of course, this is tricky, because, ideally, a diagnosis leads to treatment, which resolves or ameliorates the underlying cause of an illness.

Historically, the timeline for a diagnosis goes like this: a patient has a complaint, seeks medical attention, and has a test or series of tests performed. Then, a diagnosis is rendered and the patient is notified, usually in person by a healthcare provider (see Figure 2a). However, this is all changing.

Figure 2. The shifting paradigm in the timeline for a diagnosis: (a) the historical timeline versus (b) the emerging timeline. Note that the patient initiative is much lower in the emerging paradigm.

Emerging techniques make it possible to suggest a diagnosis without the need for a traditional medical test; you don’t even need to have a person to initiate interaction with a healthcare provider (see Figure 2b). Instead, in the emerging paradigm, a person engages in everyday behavior; then, that everyday behavior is sensed and processed, and a diagnosis is inferred from the data. How or whether a person is notified of the outcome has yet to be determined.

One well-known example of this emerging ability to sense health issues from everyday behaviors is Google’s flu trends. Using individual user search input, Google was able to estimate flu outbreaks by geographic region. Initially, these results were heralded as being as accurate as the Center for Disease Control’s flu tracking, but up to two weeks faster. Although later results proved to be less accurate than originally thought, this example illustrates the point that researchers can glean important population-level health information using individual-level everyday behaviors, without any traditional medical
tests required.

Using everyday behaviors to learn about individual-level health is also becoming possible. In the same way that Google flu trends was able to gain population-level information indicating flu outbreaks, Microsoft researchers have demonstrated the ability to identify cancer patients using individual online search patterns. Specifically, the team from Microsoft Research was able to identify up to 15 percent of patients who are thought to have later been diagnosed with pancreatic cancer based solely on search queries to Microsoft’s search engine, Bing.6 The researchers concluded that using individual behaviors, such as search queries, might be used as a signal that can predict a forthcoming pancreatic cancer diagnosis.

Other behaviors, in addition to what we specifically search for online, might also be harbingers of the onset of declining health. For example, although it’s straightforward to consider how monitoring performance on online cognitive tests might be able to distinguish older adults experiencing cognitive declines from those on a more stable trajectory, what is less intuitive is that the mere cadence of typing could provide clues about cognitive decline. In fact, both test scores and typing cadence can predict cognitive decline.7 Similarly, using gait-recognition technology via simple video recordings or an accelerometer in a phone or wearable, it’s possible to observe changes in how a person walks and moves. Recognizing a gait change can be an indicator of the onset of dementia or other neurologic conditions.

Any information gathered about a person, as simple and ubiquitous as typing or walking, can potentially be used to draw health-related conclusions. Notably, these emerging diagnostic techniques don’t require a patient to seek out medical attention or even to experience a symptom or seek the help of a healthcare provider. Rather, it’s possible to diagnose people before they ever seek treatment. This is a giant shift in healthcare. The upside of being able to diagnose without traditional testing is obvious: we can catch diseases earlier—before a patient even experiences conscious symptoms—and provide earlier treatment, hopefully leading to better health outcomes. However, along with this advancement, and all the possibilities it offers for improving care and saving lives, comes huge questions and potential downsides that we need to consider, especially around patient privacy.

Seeking a Diagnosis vs. Learning You’re Sick

Because a patient diagnosed using everyday behavior might not have experienced any complaints, medical professionals might more accurately be referred to as a “person” than a “patient”. The person doesn’t feel sick; hasn’t decided to engage with the healthcare system; and is living life, potentially happy with the state of things. So when is it okay to interrupt this bliss?

What if the issue we can diagnose has no treatment? Do we still tell the person? What if the treatment carries a substantial risk? What if the treatment is very expensive or not covered by health insurance, so treatment for that person is unlikely? Can other potentially interested parties, such as life insurance companies or the persons’ employer, access this information, regardless of whether the person knows there is a diagnosis? If a person didn’t consent to being tested or notified of a potential issue, is it ethical to conduct the test in the first place? What if the test isn’t really a “test” in the traditional sense of the word, but rather a picture that emerges about a person’s health?
Furthermore, if we discover information about a person’s health, how do we know when we should reveal this information? If a person can know sooner, should they always? These questions call for centuries of biomedical ethical principles to be reconsidered.

Many of these questions also all center on privacy. Privacy is a multifaceted concept including more than just a piece of data being shared or leaked without a person’s consent. It also includes, as Thomas Cooley and then later Samuel Warren and Louis Brandeis put it, “the right to be let alone.” The psychological concept of privacy includes the right not to be intruded upon or bothered as we go about our daily lives. This is why, for example, people feel telemarketers, spam, and junk mail are invasions of privacy; they invade our daily lives without invitation. Shifting from a health system in which people specifically seek health information to one where they’re diagnosed with no test will require significant consideration to avoid this sort of high-stakes privacy invasion.

The Dangers of Testing

We have some evidence from various cancer screenings that waiting to be tested might actually be better for health outcomes. Framed in terms of privacy, keeping private even from oneself and one’s healthcare provider the potential diagnosis resulting from a test might be the best option. Recently, the guidelines for prostate and cervical cancer screenings were revised so that there are fewer tests or the tests start later in life. These changes are based on evidence suggesting that the tests detected cancers that the body might fight off naturally, the treatment for the cancer had severely negative side effects, or the cancer was unlikely to cause severe consequences (death) before the person died of other unrelated causes.

This should serve as a reminder that as we develop tests that use everyday behaviors to diagnose health conditions, we should be careful of over-testing and over-treating. The dangers for over-testing are different from over-treating. For over-testing, one of the major concerns is causing undue stress to individuals. This stress relates to the aspect of privacy in terms of not being interrupted or bothered in daily life; it doesn’t relate to information being disclosed inappropriately or in an undesirable manner to other parties. How would having a constant health score made up of our daily activities affect our stress level? And how would that stress level cycle back to play out in our health outcomes? We need to answer these questions before we start diagnosing people who aren’t seeking a diagnosis.

Another danger in testing—or rather in using ubiquitous health technology, especially wearables, to “incentivize” people to adopt healthier behaviors—is that the incentives are often ill-considered. Unfortunately, instead of incentivizing people to behave in a healthier manner, many of these programs increase the daily stress of participants, encourage them to cheat, or fail to achieve increases in positive health behaviors. An example is coercive policies from health insurance companies or employers offer “discounts” for filling out health questionnaire forms or for being tracked. Many of these programs aren’t structured with true incentives but rather using coercive penalties. For example, some employer tracking systems essentially punish anyone who refuses to be tracked with a wearable health tracker by making those people who want privacy pay a fine or by not offering them a reduced premium.

The problem here is threefold. First, being constantly observed causes stress. We don’t know the potential health consequences of the stress of being tracked by an employer
versus the potential for this tracking to increase healthy behaviors. Nor do we know whether there are better ways to incentivize healthy behaviors, such as offering a free gym membership instead of monitoring activities with a wearable health tracker.

Second, economic penalties, such as charging those who opt-out of being tracked for privacy reasons, might also cause stress or other health consequences to the individual. If people pay $50 more for health insurance each month because they opt-out of being tracked, they don’t have those funds available for other health-related costs, such as healthier food, or other healthcare costs, such as a wellness check-up or preventative medication.

Finally, we know that some incentives, such as “step challenges,” where employers give pedometers to employees and hold competitions to see who takes the most steps, unfortunately encourage some participants to cheat. Creative cheating strategies include putting fitness trackers on vibrating hand tools, a hamster wheel, or even a dog. These kind of ill-considered incentives induce people to “get the numbers” without actually leading to improved health.

Recommendations for Ubicomp Researchers

Although many of the questions I have posed here are perhaps suited for exploration by biomedical ethicists, others sit squarely in the ubicomp domain. There are things we, as ubicomp researchers and practitioners, can do to improve the state of privacy in a ubiquitous healthcare environment. And because we understand the totality of what can be sensed and inferred using ubiquitous technology, we should certainly do all we can to fight for privacy.

Build in Privacy by Default

My colleagues and I have been working to build privacy-enhanced health systems. One of the design principles we hold dear is to build in privacy by default. From the ground up, privacy is a design requirement. Privacy can manifest itself in various ways. In the Supporting Older Adults and their Caregivers Electronically (SOLACE) project,9 my colleague Kay Connelly and I focused on ways older adults and their caregivers could co-manage the privacy of sensed activities of daily living.

For the Amulet project (https://amulet-project.org), working with colleagues from Clemson and Dartmouth, we’ve focused on building a secure mHealth wearable, where patients maintain control of the information that’s collected and have a say about when and with which healthcare providers that information is shared. In these ways, we’ve built in privacy, so that users of these technologies stay in control of their health information, regardless of where it comes from.

Understand the Limitations of Privacy Protections

Understand that the technologies you are building might be gathering health data that is unprotected by current privacy laws such as HIPAA. A decent heuristic is that HIPAA (and some state laws) applies to clinical information but not information generated from commercial applications. Also understand that users probably don’t understand this distinction; to them, all “health information” is protected.

Furthermore, understand that users don’t read terms of service or privacy policies. If
you are assuming users understand these documents and rely on them to indicate that users agree that you can gather and share their health data, you are mistaken. Users aren’t truly consenting to the use of their data via these instruments; rather, they’re just clicking through without understanding the process or consequences.

**Put Data in the Hands of Patients**

A critical first step in building privacy into ubiquitous health systems by default is to put patient data in the hands of patients. From a privacy perspective, without easy access to their own data, patients have no way of knowing what exists and thus don’t know who has access or who even has the ability to make choices about future access. Beyond privacy, patients should be able to easily access their own health data so they can understand their health situation (if they want to) and collaboratively make decisions about their future healthcare with their providers. We should design systems that assume that patients own their health information and have the right to first and exclusive access, if that is their choice. We should also work to find ways to let patients choose whose hands they want touching their health data, whether that data is HIPAA covered or not.

In addition to health data, patients should also have access to meta-information about how their health information is being accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used. One straightforward way to accomplish this is to offer a log of what health information is accessed and used.

**Reaffirm the Patient-Provider Relationship**

Another way ubicomp researchers can facilitate privacy in ubiquitous health systems is to reaffirm and recodify a privileged patient-provider relationship. Patients trust healthcare providers. They want to share their health information with the providers they trust.

Without realizing it, we (designers, computer scientists, insurance companies, government agencies, and lawyers) have let a system evolve in which patients can’t reveal anything they want to keep “private” to their healthcare providers; this information is shared far beyond the bounds of historical patient-provider confidentiality by default. We should work to reaffirm and recodify a privileged patient-provider relationship. Patients should be able to reveal information to their healthcare provider in confidence, without the concern that it will be shared with anyone else. We can choose to design technologies in which privacy is the default, and patients must specifically choose when and with whom their information is shared.

**Offer Healthier Options**

Rather than monitoring what people do to punish those who behave in undesirable ways, focus on offering healthier options. How many of us want to be reprimanded by our employer when we haven’t taken enough steps? On the other hand, how many of us would love to have the time and freedom in our work day to take a walk with a colleague or friend? Instead of being told our health insurance premium will be higher if we don’t
drop a few pounds, why not offer a free gym membership, or free healthy meals at work?

Instead of creating technologies that track, monitor, surveil, and report undesirable behaviors, create technologies that encourage and enable healthier behaviors. But take care: even well-meaning programs that coercively incentivize “healthier” behaviors run the risk of being ethically questionable. Complicating matters here is that you must consider that what constitutes healthy behavior or healthy eating isn’t always straightforward. For example, although we once viewed fat as the enemy of a healthy diet, it might be that sugar is the real culprit. Similarly, a reduction in BMI or weight or increase in exercise doesn’t always equate to better health. Finally, realize that a desire for privacy in our everyday lives is a healthy behavior.

Privacy is healthy. From wanting a privileged and trusted relationship with a healthcare provider to maintaining control of when to seek health information about ourselves, it’s natural for people to want their health information private. The need to have space to contemplate our innermost thoughts and feelings without the judgment of others—that is, privacy—is integral to our health and well-being. Increasingly, health information can be collected ubiquitously, without our knowledge. Privacy for everyday information is key to maintaining health privacy in a world filled with ubiquitous technology.
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